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Authoring 3D scenes is a central task for spatial computing applications. Two competing visions for lowering existing barriers are (1) focus on immersive, 
direct manipulation of 3D content; or (2) leverage AI techniques that capture real scenes (3D Radiance Fields such as. NeRFs, 3D Gaussian Splatting) 
and modify them at a higher level of abstraction, at the cost of high latency. We unify the complementary strengths of these approaches and investigate 
how to integrate generative AI advances into real-time, immersive 3D Radiance Field editing.



We introduce Dreamcrafter, a VR-based 3D scene editing system that: (1) provides a modular architecture to integrate generative AI algorithms; (2) 
combines different levels of control for creating objects, including natural language and direct manipulation; and (3) introduces proxy representations 
that support interaction during high-latency operations. Dreamcrafter uses direct manipulation for spatial positioning and layout; and leverages 
generative AI for editing style and appearance of objects. Because generative AI edits are unlikely to run in real-time, Dreamcrafter introduces rapid 
proxy representations. Dreamcrafter supports different levels of user control and gives real-time proxy representations to preview time-consuming edits 
and introduces new workflows leveraging image diffusion models (i.e., Stable Diffusion). 



Using the JSON log output from the spatial annotation system, Dreamcrafter makes instruction and tool specific API calls for each generative AI module. 
A Python broker server receives a server message from the Unity project and forwards instruction parameters to the specified module. After the edited 
objects are added to the scene, users can repeat the process and edit the scene again, creating an iterative design process. The modules are 
exchangeable and can be implemented to use updated AI models.
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